
 

 
 
 

 
 
This whitepaper explores AI agents, spanning from their fundamental concepts to practical 
applications and future trajectories. It dives into the structure and operational processes of AI 
agents, illustrates different types and their applications across business scenarios. Finally, it 
covers challenges, including data quality, security, transparency, and ethical considerations 
and concludes with an outlook on prospected developments in AI Agent applications.  
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WHAT ARE AI AGENTS? 

In recent years, we have witnessed the emergence of assistant solutions like Siri, Alexa, and Google Assistant. 
These tools can automate various day-to-day tasks, from setting reminders to answering questions, playing music, 
finding a nearby restaurant or a dinner recipe. For instance, an assistant can easily help finding recipes to cook with 
only 3 ingredients. Now, imagine taking this assistant's capabilities to the next level. With an assistant that not only 
finds recipes but plans an entire evening, including dinner and entertainment: selecting a recipe, ordering the 
necessary groceries, selecting a nearby evening activity, coordinating transportation, and inviting available friends. 
This advanced assistant embodies the concept of an AI agent: an artificial entity proficient in planning, organizing, 
and executing tasks to achieve a broader goal. To do so, AI agents integrate fundamental AI capabilities: natural 
language processing, reasoning, action taking, memory, and environment contemplation empowering them to make 
informed decisions, plan and execute tasks to achieve a specific goal (Xi et al., 2023). 

AI agents can come in various forms and shapes. Depending on factors such as their setup structure, tool 
integrations, and the complexity of the tasks they're designed to handle, AI agents have a varying degree of 
autonomy and capability. For instance, AI agents can be chatbots, seamlessly interacting with users to answer 
queries or provide assistance. They can manifest as process automation tools, orchestrating tasks such as drafting 
emails, attaching files, and sending messages. Next to that, embodied agents can operate as robots manipulating 
objectives, and AI agents equipped with the ability to interact with other agents can engage in collaborative 
endeavours, and e.g., work together to gather and analyse data. 

 

 
 
The concept of AI agents is not new and can be traced back to as early as the 1950s when Alan Turing developed 
programs to play checkers and solve algebraic problems. In subsequent decades, milestones such as the 
development of the first chatbot, Eliza, in the 1960s and the creation of expert systems in the 1980s contributed to 
the evolution of AI agents. The emergence of the internet and neural networks in the 1980s and 1990s led to 
increased data availability and significant advances in machine learning. However, it was in the 2010s that the 
development of Large Language Models (LLMs) spiked and gave AI agents a new surge of potential and dynamics 
of development. With LLMs at their core, AI agents can now understand and use natural language, maintain context 
over a longer period of time, generate output like text and speech, learn, and interact with each other. These 
improvements bring new speed and innovation to the development of AI agents, leading to impressive agents 
currently in use and promising agents in development.  

The whitepaper will cover some of the most prevalent agent use cases and talk about future trajectories of AI 
agents, but first, it will depict AI agents' structure and processes. 

 

AI Agents are computational entities performing tasks to achieve objectives.  

They are characterized by their capabilities to observe their environment, making decisions and taking 
actions and learning from their past behaviour (Xi et al., 2023) 
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HOW DO AI AGENTS WORK? 

STRUCTURE OF AI AGENTS 

The foundational framework of AI agents parallels the cognitive and behavioural processes observed in humans. 
The framework consists of three fundamental components: perception, action, and the brain as the connecting 
tissue (Xi et al., 2023). These components allow AI agents to perceive cues within their environment, compute 
reasoning and planning processes in the brain component, and subsequently execute actions. 

Figure 1: Main components of AI Agents: Perception, Brain and Action (Xi et al., 2023) 

OPERATIONAL PROCESS OF AI AGENTS 

The structure of AI agents lays the foundation for their operational processes, facilitating their ability to mimic 
human cognition and behaviour. Now, delving into the operational processes of AI agents, we explore how the 
above-mentioned components work together to enable intelligent decision-making and adaptive behaviour. 

PERCEPTION 

Perception of AI Agents describes capturing, transporting, and transforming data from the agent’s environment into 
a usable format for the model. It is the gateway through which AI agents interact with their environment, much like 
humans rely on sensory inputs to guide their actions. Data input can come in various formats, from text to image, 
video, and even to DNA sequences, 3D Point Clouds and robotic trajectories. Which type of input an agent collects 
depends on the specific agent’s purpose and maturity. While the technology does not discriminate against any data 
type, it depends on the availability and necessity of a modality to justify the effort to train a model on it. 
Transformation of the data involves various steps, depending on the data format and underlying model. For 
instance, an agent in form of a chatbot, collects textual data in form of a user prompt which then undergo 
tokenization, normalization, vectorization, embedding, and contextualization. In the software context, an agent 
collects sensory data, establishes connectivity to communicate data packages and preprocesses data into formats 
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the model can work with. Once the data is transformed into a useable format, it serves as the initiating impulse for 
reasoning, planning and action taking processes or for the reflexion and adaptation of those. 
 

BRAIN  

In the brain module, the LLM initiates reasoning and planning processes based on the incoming data. When doing 
so, stored knowledge is accessed, retrieving pertinent information, and recalling memory from past interactions. 
These retrieved insights aid the agent in devising plans, reasoning, and making informed decision. Simultaneously, 
existing knowledge is updated, incorporating new information. How agents gain and update their knowledge is 
explained next. 

Knowledge and Memory 

Knowledge and memory are central elements for AI agents as they enable agents to make informed decisions and 
thus operate effectively within their environment. AI agents utilize knowledge acquired through training of the LLMs 
and memory mechanisms storing past observations. LLMs trained on large-scale datasets encode a wide range of 
knowledge into their parameters, including linguistic, commonsense, and professional domain knowledge. Linguistic 
knowledge, including morphology, syntax, semantics, and pragmatics, enables agents to comprehend sentences 
and engage in multi-turn conversations. Commonsense knowledge about general world facts and professional 
domain knowledge specific to certain fields like programming or medicine empower agents to make informed 
decisions and solve problems effectively within particular domains. Next to that, stored memories enable agents to 
retrospectively harness prior experiences for strategy formulation and decision-making, ensuring proficient handling 
of consecutive tasks and adaptation to unfamiliar environments. For example, consider a self-driving car equipped 
with an AI agent. As the car travels through different cities and environments, the AI agent collects data and learns 
from various driving scenarios. When encountering a new city or road layout, the AI agent can draw upon its past 
experiences to navigate effectively. If the car has previously encountered similar traffic patterns or road 
configurations, it can use that knowledge to anticipate potential hazards, plan optimal routes, and make safe driving 
decisions in the unfamiliar environment. This ability to leverage past experiences allows the AI agent to adapt to 
new driving conditions and ensure a smoother and safer journey for passengers. The mechanisms, with which AI 
Agents learn and leverage their past experiences, will be explained in more detail in the later following paragraph 
“Learning”.  

Reasoning  

Capabilities of AI agents, particularly those based on large language models (LLMs), have expanded massively, 
offering unprecedented functionality in reasoning and planning. These capabilities not only enhance the 
performance of AI systems but also enable them to undertake more complex, multi-step operations that resemble 
human cognitive processes. 

Reasoning, characterized by evidence-based and logical deductions, is fundamental for problem-solving and 
decision-making, representing a central component of an AI Agent. It allows the system to solve complex tasks, 
employing deductive, inductive, and abductive reasoning (OpenAI, 2023) and involves breaking down complex 
tasks or decisions into manageable subtasks or decisions. Reasoning in AI agents involves more than just following 
programmed instructions; it requires understanding the context and making logical decisions that influence the 
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agent's actions. This shows in tasks that require an agent to evaluate its own output and make corrections, a 
process known as reflection. Through reflection, agents can identify errors or suboptimal choices in their initial 
outputs and revise them to improve accuracy and relevance. Moreover, reasoning is critical when agents confront 
tasks that cannot be solved through a single, predefined path. For instance, when asked to manipulate visual 
content, an agent might need to first analyse the content to understand it (e.g., identify objects or themes) and then 
apply transformations based on its understanding. This requires the agent to reason about the elements of the task 
and its own capabilities, including any external tools it can utilize. 
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Deep dive into reasoning methods 

There are several methods for reasoning of LLMs, two of the most prominent are the Chain-of-Thought 
(CoT; Wei et al., 2023) approach and the Tree-of-Thoughts (ToT; Yao et al.,2023) approach. 

The Chain-of-Thought (CoT; Wei et al. 2023) approach, involves a linear sequence of interconnected 
thoughts or logical steps. Following this method, LLMs go through a structured chain of reasoning, 
linking one thought to another based on logical connections. For instance, an AI Agent assigned with the 
task of preparing a meal employing the CoT method first initiates choosing a supermarket to shop, 
selecting ingredients according to the recipe, subsequently proceeding to deducting preparation and 
cooking steps. 

The Tree-of-Thoughts (ToT; Yao et al., 2023) approach represents a branching structure of 
interconnected thoughts or logical paths. Unlike the linear sequence of the CoT approach, the ToT 
approach allows for multiple branches of reasoning, reflecting diverse perspectives or potential solutions 
to a task. LLMs employing the ToT approach explore various lines of reasoning simultaneously, 
facilitating a more expansive exploration of the problem space and potentially uncovering novel insights 
or solutions. In the cooking example, an AI Agent employing the ToT method would explore various 
branches of reasoning to generate diverse cooking strategies or recipe variations. For instance, it might 
consider different supermarkets or ordering ingredients online, alternative ingredients, cooking 
techniques, or flavour combinations, branching out into different paths of thought to explore creative 
possibilities. By self-evaluating reasoning paths based on their heuristically calculated value regarding 
the objective, one reasoning path is prioritized and pursued.  

 

  

Figure 2: CoT and ToT concept compared to IO (Yao et al., 2023) 
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Planning 

Planning describes how AI agents autonomously determine the sequence of steps necessary to achieve complex 
goals. This process involves breaking down a task into smaller, manageable components and determining the 
optimal order for executing these components. For instance, an agent tasked with conducting online research can 
plan its actions by first identifying key information sources, then extracting and synthesizing the relevant data, and 
finally compiling this into a comprehensive report. This planning capability was vividly illustrated in a demonstration 
where a research agent adapted to an unexpected failure of its primary data source by autonomously switching to 
an alternative source, thereby successfully completing its task without human intervention. Such adaptability in 

Reasoning 
Method 

Strengths Weaknesses Ideal Use Case Scenarios 

Chain of 
Thought 
(CoT) 

Transparency 
Easy to understand 
the LLM's reasoning 
steps.  
 
Guaranteed 
Outcome  
Reaches a single 
conclusion, avoiding 
inconclusive results.  
 
Efficient for Clear 
Paths 
Well-suited for tasks 
with a defined solution 
process. 

Limited Adaptability 
Doesn't adjust if initial 
analysis is wrong. 
 
Fragile Reasoning  
Errors in one step can 
lead to flawed 
conclusions. 
 
Limited Exploration 
Doesn't consider 
alternative 
approaches. 

Verifying Factual 
Information 
Break down complex 
claims into verifiable 
steps (e.g., source 
credibility, evidence 
verification). 
 
Debugging Code with 
Clear Logic Errors 
Trace step-by-step logic 
in code to identify 
inconsistencies. 
 
Following Established 
Procedures 
Efficient for tasks with 
well-defined protocols. 

Tree of 
Thought 
(ToT) 

Flexible Analysis  
Explores various 
information paths and 
considers multiple 
conclusions. 
 
Robust Reasoning  
Errors in one branch 
don't necessarily 
affect others. 
 
Encourages 
Exploration 
Discovers novel 
solutions or 
approaches. 

Complex Design  
Requires a well-
defined structure for 
information analysis. 
 
Potential 
Inconsistency 
Disconnected 
branches can lead to 
incoherent reasoning 
outcomes. 
 
Computationally 
Intensive  
Exploring multiple 
branches can be 
resource demanding. 

Problem-solving with 
Multiple Solutions 
Explore different 
approaches based on 
resources or techniques, 
choosing the most 
effective one. 
 
Generating Creative 
Text Formats  
Explore narrative paths or 
poem structures, leading 
to a more creative and 
nuanced output.  
 
Research and 
Hypothesis Generation  
Identify multiple 
possibilities based on 
existing knowledge and 
data. 

Table 1: Comparison of CoT and ToT Approach 
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planning not only prevents task failure but also underscores the agent's ability to handle unforeseen challenges 
effectively. 

The integration of reasoning and planning into agent workflows facilitates a more dynamic interaction between the 
agent and its tasks, allowing it to perform with a degree of autonomy, similar to human problem-solving. This 
dynamic capability is particularly important in complex environments where agents must navigate multiple variables 
and continuously adjust their strategies to achieve the best outcomes. 

ACTION 

Once a decision is made and action plan is derived, the action module of the agent receives action sequences from 
the brain module and initiates processes to form output. AI actions can manifest in different forms, such as textual 
output, tools using and embodied action (Xi et al., 2023). Here, we are going to present these forms with the 
emphasis on the tool usage as it is a promising and rapidly developing approach nowadays.  

Textual Output: LLM-based agents inherently possess language generation capabilities, allowing them to produce 
high-quality text outputs. This textual output capability enables agents to communicate effectively with users and 
perform tasks requiring natural language interaction. Chatbots, a prominent example of AI agents, heavily rely on 
textual output to interact with users in a conversational manner. Through natural language processing and 
generation techniques, chatbots generate text-based responses to user queries, facilitating seamless 
communication and task completion. 

Tool Usage: With using tools, AI agents evolve from static responders to dynamic agents capable of executing 
more complex tasks. Tool use enables LLMs to perform actions such as web searches, code execution, and data 
manipulation by calling external functions. This design pattern is crucial because it allows LLMs to access and 
process information that is not contained within their pre-trained models. For instance, when tasked with finding the 
best coffee maker according to reviewers, an LLM can execute a web search to gather the latest reviews and 
present updated recommendations, rather than relying solely on potentially outdated training data.  
Tool use in AI agents encompasses a wide range of functions, from interfacing with productivity tools (like 
managing calendar entries) to more sophisticated applications like image processing and multi-source data 
retrieval. It could be as straightforward as sending a query to a search engine or as complex as executing a piece 
of code to calculate financial projections. For example, an LLM might be prompted to calculate compound interest, 
leading it to execute a Python script that performs the necessary computation, ensuring accuracy in tasks that 
require precise numerical answers. These functionalities not only increase the utility of LLMs but also enhance their 
ability to operate autonomously in diverse environments.  
Integrating tool use within AI systems involves strategic decision-making about which tools to include and how they 
should be accessed. This decision process often utilizes heuristics to determine the most relevant tools based on 
the context of the task at hand, mirroring advanced reasoning capabilities in human behaviour. Moreover, the 
expansion of tool capabilities in LLMs, such as those seen with GPT-4’s function calling features, reflects a 
significant trend towards creating more versatile and capable AI systems. However, the deployment of tool use also 
introduces challenges, particularly in terms of managing the interaction between the LLM and the tools it uses. 
Ensuring that the LLM can effectively parse and utilize the data it retrieves, and handle errors or unexpected 
outputs from external tools, is critical for maintaining the reliability and effectiveness of AI agents. 

Embodied Action: Embodied action refers to agents interacting with the world through a physical or virtual body. 
These interactions include observation, manipulation, and navigations processes. Observation serves as the 
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primary means for agents to gather environmental information and update their states, enhancing the efficiency of 
subsequent actions. They can do so, for instance, by using pre-trained Vision Transformers (ViT; Driess et al., 
2023). Manipulation tasks involve executing sequences of tasks, combining subgoals by leveraging LLM, and 
maintaining synchronization between the agent's state and subgoals. These manipulations might come in a form of 
picking up and handing over objects to users. Navigation permits agents to dynamically alter their positions within 
the environment, leveraging internal maps and spatial representations to plan optimal paths. Integrating these 
capabilities, embodied AI agents can solve complex tasks autonomously, such as supporting manufacturing by 
identifying necessary tools and using them.  

LEARNING 

The evolution of autonomous AI agents, particularly those powered by Large Language Models (LLMs), is 
increasingly characterized by their ability to engage in continuous learning and utilize sophisticated memory 
mechanisms. These features enable AI systems to learn from new data and experiences continually, adapt to 
changes, and optimize their performance over time. This section provides an overview of the primary learning 
mechanisms and memory strategies that empower LLM-powered AI agents to deliver dynamic and personalized 
solutions across various business sectors. 

Continuous Learning Mechanisms: 

Online Learning: This mechanism allows AI agents to incrementally update their knowledge base with new 
information as it becomes available. It is particularly beneficial in environments where data is continuously 
generated, such as in financial markets or customer service platforms, enabling real-time analysis and decision-
making. 

Transfer Learning: Transfer learning enables the application of knowledge gained in one domain to new, but 
related, domains. This flexibility is crucial for deploying AI agents across different business units or markets, 
allowing them to adapt to new tasks with minimal retraining. 

Reinforcement Learning: Through reinforcement learning, AI agents develop optimal behaviours by learning from 
the consequences of their actions. This trial-and-error approach is indispensable for navigating complex 
environments where predefined rules may not exist, such as dynamic supply chains or interactive gaming 
environments. 

Imitation Learning: Imitation learning, also known as learning from demonstration, allows AI agents to acquire new 
skills by observing and replicating human or expert behaviour. For instance, in robotics, a robotic arm can learn to 
perform tasks by observing and imitating the movements of a skilled human operator. By mimicking demonstrated 
actions, AI agents can learn complex tasks more efficiently, reducing the need for extensive training and enabling 
rapid deployment in real-world scenarios. 

Federated Learning: Federated learning offers a privacy-preserving approach to continuous learning, where AI 
agents improve their models based on data distributed across multiple devices or locations without centralizing the 
information. This method is essential for applications where data privacy is paramount, such as in healthcare and 
personal devices. 
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Leveraging Memory in AI Agents: 

Incorporating memory mechanisms enhances the learning capabilities of AI agents by allowing them to retain and 
utilize previous experiences and contextual information: 

Short-Term and Long-Term Memory: By mimicking human cognitive processes, AI agents use short-term 
memory for immediate tasks and long-term memory for retaining knowledge over time. This distinction supports 
complex tasks that require understanding context or historical data, such as analysing market trends or managing 
customer relationships. 

Episodic Memory: Episodic memory enables AI agents to recall and learn from specific past events, facilitating 
personalized interactions and decision-making. For instance, customer service agents can provide more relevant 
assistance by remembering previous interactions with a customer. 

Semantic Memory: Semantic memory allows agents to store and access factual and conceptual information, 
supporting a wide range of applications from legal analysis to medical advisory services. This form of memory is 
crucial for tasks requiring a deep understanding of concepts and their relationships. 

Continuous learning and memory mechanisms are foundational to the advancement of autonomous AI agents, 
enabling them to provide more personalized, efficient, and adaptable services. By harnessing these capabilities, 
businesses can drive innovation, offering dynamic solutions that respond to the ever-changing landscape of 
consumer needs and market conditions. 

 

WHAT TYPES OF AI AGENTS ARE THERE? 

AI agents vary greatly in their capabilities, functionalities, and intended interactions. Categorizing AI agents can be 
approached from various perspectives, including their foundation models or action tool repertoire. We will depict 
two categorizations of AI Agents that are not mutually exclusive: based on their perceived intelligence and capacity, 
and based on their interaction patterns. 

CATEGORIZATION BASED ON PERCEIVED INTELLIGENCE 
AND CAPACITY  

Simple reflex agents: These agents execute actions based on immediate perceptions and predefined action-
condition rules. Whenever a condition is in place, the agent executes an action. For instance, if an automated 
customer service agent detects the keywords “reset password” in a customer’s message (condition), it generates a 
standardized response with instructions for resetting a password (action). Simple reflex agents are relatively easy to 
develop and require minimal computational resources, however, they are limited to reacting only to current stimuli 
and cannot consider broader contexts or adapt to new situations. 

Model-based reflex agents: Adding to the simple reflex agents' concept, model-based reflex agents create 
internal models of the environment based on perception to evaluate conditions. For example, a self-driving car 
creates an internal model of the environment to decide when to brake or speed up based on which speed limit 
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signs, red lights, or traffic it detects. Model-based reflex agents can adapt to changes in the environment by 
updating the models, however, they are expensive in computation and require frequent updates for accuracy. 

Goal-based agents: Goal-based agents take actions to achieve specific goals und use search algorithms to 
identify the most efficient paths towards these objectives within a given environment. Consider a chess agent, that 
continuously analyses game states and potential moves to further move towards victory. While goal-based agents 
offer flexibility in exploring multiple action options, they may struggle with tasks characterized by numerous 
variables and requiring substantial domain knowledge to define goals effectively. 

Utility-based agents: Extending goal-based agents, utility-based agents incorporate utility measurements into 
decision-making processes. On top of analysing multiple potential actions and their outcomes, the utility of each 
action is evaluated. For instance, a route recommendation system evaluates different routes considering factors like 
traffic conditions and speed limits and calculates an utility value for each to suggest the optimal route. Utility-based 
agents offer an objective framework for decision-making, however, they come with high computational expenses 
and need precise environmental models for accurate assessments. 

Learning agents: Learning agents adapt and improve over time through iterative learning cycles. These agents 
observe their environments, analyse data, take actions, receive feedback, and adapt their behaviours accordingly. 
For instance, an online shopping assistant learns from user interactions to provide personalized product 
recommendations. While learning agents offer adaptability and realism, they require significant development and 
maintenance costs, extensive computing resources, and reliance on large datasets for effective learning. 

Hierarchical agents: Multiple agents can be organized hierarchically within a Multi-Agent Society. Higher-level 
agents oversee and decompose tasks into smaller components for lower-level agents to execute. For instance, an 
autonomous driving system can operate with high-level agents for strategic decision making, such as route 
planning, mid-level agents for complex tasks like obstacle avoidance, and low-level agents for basic vehicle 
operations. Hierarchical decomposition enhances resource efficiency and reasoning, yet introduces complexities in 
problem-solving, limited adaptability, and challenges in training due to hierarchical structures' rigidity and domain-
specific requirements. 

CATEGORIZATION BASED ON INTERACTION 

PATTERNS  

Single Agents: Single Agents are deployed individually to solve specific tasks and span different deployment 
types: task-oriented deployment, innovation-oriented deployment, and lifecycle-oriented deployment (Xi et al., 
2023): In task-oriented deployments, agents assist users with daily tasks, enhancing efficiency and reducing 
workload. For instance, single agents in simulated environments, such as text-based games or web scenarios, 
interpret user instructions, navigate web pages, and perform tasks like form-filling, online shopping, or email 
correspondence. In real-life scenarios, the AI agent can organize incoming emails, prioritize important messages, 
draft responses based on contextual understanding, and schedule follow-up actions. Innovation-oriented 
deployments of single-agent AI applications can be seen in scientific research settings, where these agents 
contribute to accelerating the pace of discovery and innovation. For example, in drug discovery,  agents can 
analyse vast datasets of molecular structures to identify potential drug candidates with specific therapeutic 
properties. These agents can leverage their code comprehension and debugging abilities to simulate the 



 

AI AGENTS UNCOVERED | 12 

interactions between molecules, predict their biological activity, and propose novel drug candidates for further 
experimental validation. In materials science, AI Agents can assist researchers in designing new materials with 
desired properties by simulating their atomic structures, predicting their mechanical, thermal, and electrical 
behaviours, and optimizing their compositions for specific applications. Finally, AI Agents with lifecycle-oriented 
deployment focus are capable of autonomous exploration and adaptation in dynamic environments. Equipped with 
control and planning algorithms, agents learn and master skills over time, as seen in innovative approaches like 
Voyager. Voyager is a lifelong learning agent operating in Minecraft and pursues the overall goal of “discovering as 
many diverse things as possible” (Wang et al., 2023).  In its quest to do so, Voyager, for instance, catches fishes, 
builds a base, or mines gold.  

Agent to Human: Agents and humans can interact to solve complex tasks, such as business process optimization 
and creative writing. Human-agent interaction can appear in two interaction patterns: unequal and equal interaction. 
Within the unequal interaction pattern, humans issue instructions and agents execute tasks and use human 
feedback to refine outputs. Within the equal interaction pattern, agents and humans engage on equal terms. For 
instance, humans and agents can work together in strategic gaming where they can cocreate chess strategies to 
beat an opponent. As AI agents evolve, human oversight becomes increasingly crucial to ensure alignment with 
human needs and objectives. Especially in domains like medicine, where human oversight ensures safety, legality, 
and ethical conduct, compensating for data limitations and facilitating smoother collaborative processes. 
Accordingly, human-agent interaction is mainly used to enhance user experience where agents assist humans in 
accomplishing tasks, incrementally integrating agents into social networks to provide valuable support in daily life. 

Agent to Agent: Agent-to-agent interaction describes multiple AI agents, each assigned to different roles or 
subtasks, working together to accomplish tasks a single agent could not accomplish. When interacting, agents can 
share insights, cross-verify outputs, and synergize their functionalities to deliver a more comprehensive output. For 
instance, an agent specialized in analysing and predicting geographical data can interact with an agent specified in 
searching for temperature and humidity data to offer a more complete user experience. Agent-to-agent interactions 
are governed by a set of protocols that dictate how they exchange information, negotiate, and make decisions. The 
sophistication of agent-to-agent interactions can range from simple message passing to intricate collaborative 
efforts aimed at problem-solving or task execution. The cooperative framework enhances task execution and 
mirrors the organizational structure of human teams which is taken a step further in Multi-Agent Systems. 

Multi-Agent Systems and Societies: The concept builds upon the above-mentioned idea to use specialized 

agents to create a more complete and autonomous agent and extends it by placing those specialised agents within 
a shared environment. For example, in a software development scenario, multiple agents could be designated as 
software engineers, product managers, designers, or QA engineers. Devika, an open source software-engineer 
assistant impressively shows how agents can take over whole sets of tasks. Given a natural language instruction, 
Devika can create an execution plan, search for information on the internet, write code and development 
instructions.  

Extending beyond the technical interaction of agents; Multi-Agent Societies (MAS) describe the organizational, 
social, and often complex interaction of multiple autonomous agents within a multi-agent ecosystem. In these MAS, 
agents cooperate, coordinate, and negotiate with each other to achieve their individual designated goals. In this 
context, agents can be software entities, robots, or any autonomous units capable of making decisions based on 
their environment, experiences, or interactions with other agents.  
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Another interesting area of MAS are contexts in which different agents within the MAS have conflicting goals and 
even different owners. For instance, MAS can simulate a digital marketplace or financial market trading. Agents 
represent buyers, sellers, and service providers capable of analysing vast amounts of data and executing 
exchanges and negotiations with the other agents at high speeds and volumes. This is incredibly useful when 
wanting to simulate different business strategies and see how different agents and strategies can adapt to the 
dynamic environment. 

As AI continues to evolve, the capability of agents to learn from their interactions and improve their collaborative 
efficiency will be key. Emerging frameworks and tools such as AutoGen, crewAI, and LangGraph are paving the 
way for more sophisticated implementations of MAS. These tools help streamline the development of multi-agent 
setups and enhance their functionality, making it easier for developers to deploy and manage these systems. 
However, this approach introduces challenges in coordination and integration, where the output from different 
agents must be seamlessly combined into a final cohesive product. Ensuring that agents effectively communicate 
and synchronize their efforts without redundancies or conflicts is crucial. 

 

HOW CAN BUSINESSES LEVERAGE AI AGENTS? 

Businesses can benefit from AI agents in various fields, depending on their IT-Infrastructure, processes, and goals. 
For instance, AI agents can automate workflows, improve data analysis and insights, optimize resource allocation 
by forecasting trends, detect fraud and enhance security, customize user experiences, and generally increase 
employee’s productivity. Following, three examples of how AI Agents can increase productivity are depicted for 
Customer Service and Support, HR Management and System Engineering.  

Customer Service and Support: AI agents equipped with natural language processing capabilities can 
significantly enhance customer service. With AI chatbots, businesses can provide instant and personalized 
responses to customer queries, improving overall customer satisfaction and engagement. For example, AI agents 
can efficiently handle the treatment of customer feedback or requests by understanding the context of the query, 
finding answers in documentation, or escalating issues to the service desk and creating tickets in JIRA. Action 
elements for this include reading and sending emails, accessing documentation, and creating Jira tickets. 

HR Management: From resume screening to employee onboarding, AI agents can facilitate various HR tasks. 
They can assist in identifying suitable candidates, automating administrative processes, and fostering a more 
streamlined HR management system. For example, when applying for visas for employees, AI agents can check for 
visa requirements, verify available documents, and send emails to HR representatives regarding missing 
information. Action elements used for that include internet search for requirements, writing emails, and accessing 
folders or apps with personnel information for requirement comparison. 

Systems Engineering: In systems engineering and product management, AI agents can be incorporated 
throughout the V-cycle to increase quality of incremental deliveries. For instance, an AI agent can extract pertinent 
information from regulatory documents, streamline the drafting of requirements, and integrate these requirements 
directly into specialized tools such as IBM Doors. Furthermore, the agent can derive user stories and seamlessly 
push them to project management tools like Atlassian Jira, thereby enhancing operational efficiency and accuracy. 
A primary benefit of utilizing AI copilots in this capacity is their ability to manage and interpret the vast arrays of data 
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inherent to complex systems. This prevents the oversight of cross-system impacts and ensures that all aspects of 
the system are considered and accounted for. So, in addition to creating Jira tickets, action elements include 
creating requirements in IBM Doors, generating diagrams in Rhapsody, perform coverage and impact analysis, and 
designing validation plans. 

The deployment of AI agents as copilots transforms team dynamics, allowing a shift from mundane administrative 
tasks to innovative pursuits. By abstracting necessary tool-specific knowledge, workers can focus on core tasks and 
challenges, accelerating problem-solving and innovation. This is a promising direction: According to McKinsey 
Digital analysis, the direct impact of AI on the productivity of software engineering could range from 20 to 45 
percent of current annual spending on the function (McKinsey Digital, 2023). However, according to our analysis 
and initial estimates through internal engineering projects with AI agents, we think a 15-20% reduction in time-to-
market is more realistic. This comes from our internal project of developing an autonomous mobile robot for road 
markings at Autonomous Reply France. 

In the above-mentioned use cases, agents are positioned as supporters and enhancers of human capability, 
preserving and augmenting jobs rather than replacing them. Integrating AI agents into business operations 
represents a paradigm shift towards intelligent systems, bolstering resilience and competitiveness within dynamic 
market landscapes. They become operative partners, enhancing efficiency, and augmenting human capabilities in a 
safe an responsible manner. 

 

WHICH CHALLENGES AND LIMITATIONS DO 
BUSINESSES FACE?  

In the business landscape, AI Agents are no longer just technological tools; they represent a strategic investment 
with implications across all facets of operations. However, their deployment comes with challenges that directly 
impact decision-making, customer trust, and compliance with regulatory standards. We look into these challenges, 
emphasizing those that resonate most with business leaders: data privacy and usage, biases and inclusivity, 
hallucinations, interpretability, and premature claims.  

Data privacy and usage: With the intensification of data protection laws and growing consumer awareness, 
businesses are tasked with ensuring the stringent privacy of data managed by AI agents. "Privacy by design," a 
principle that advocates for privacy considerations to be embedded into the design and architecture of systems 
from the outset, becomes not just a recommendation but a business imperative. Integrating end-to-end encryption 
and robust access controls can prevent data breaches, safeguarding both consumer trust and corporate reputation 
(Cavoukian, 2009). Furthermore, multi-agent networks provide one approach to tackle businesses' safety concerns 
when implementing LLMs by breaking down data into smaller, less exposed pieces, mitigating the risks associated 
with exposing real data to LLMs. This approach involves distributing the data among multiple agents within the 
network, with each agent only having access to a fragment of the overall dataset. By compartmentalizing data in 
this manner, the risk of exposing sensitive or proprietary information to any single agent is significantly reduced. 
Additionally, the communication between agents can be encrypted, further safeguarding the confidentiality of the 
data being processed. As a result, this decentralized approach minimizes the likelihood of data breaches or 
unauthorized access, addressing concerns of many executives regarding data privacy and security when utilizing 
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LLMs in their business operations. 

Biases and Inclusivity: AI agents can manifest biases present in their training data, leading to non-inclusive and 
sometimes unethical outputs. AI-induced biases can lead to skewed decision-making, reflecting poorly on a 
business's commitment to fairness and equality. Employing foundation models trained on vast, diverse datasets 
can help reduce biases in AI decisions, enhance data privacy through better generalization, and improve 
interpretability by providing more accurate baselines for decision-making processes. Further measures to correct 
biases in AI agents involve the use of de-biasing algorithms and guardrails and incorporating human-in-the-loop 
(HITL) methods, where humans provide feedback on predictions or label data to improve a model’s algorithm.  

Hallucinations: AI agents generating text often face the issue of hallucinations – nonsensical or unfaithful text 
generation. These can be intrinsic (contradictory to the source material) or extrinsic (containing unrelated 
information). Reducing hallucinations involves methods like retrieval-augmented generation and grounding natural 
language outputs with external knowledge (Lewis et al., 2020; Shuster et al., 2021). Retrieval-augmented 
generation (RAG) grounds generated text by retrieving relevant information from external sources and incorporating 
it into the generated output, ensuring coherence and fidelity to the context. Multi-modal agents, especially those 
using pretrained LLMs or VLMs with limited fine-tuning, are particularly prone to hallucinations due to over-reliance 
on co-occurrences in training data (Zhou et al., 2023b). Reflection as mentioned earlier is a great way to 
compensate by having the agent examine its own work to identify areas for improvement and generates 
constructive criticism to refine its output. Another way to counteract hallucinations is to use multi-agent systems as 
they come with a variety of strategies that enhance overall reliability of LLM generated responses including cross-
verifying and error checking across agents, self-consistency, and dynamic collaboration adjusted on the specific 
context.  

Interpretability: A critical hurdle is the difficulty in understanding and explaining AI agents decision-making 
processes and outcomes, which is crucial for trust and reliability in their applications. The ability to explain AI 
decisions is not just a technical necessity but a business one too, as stakeholders demand transparency. 
Explainable AI (XAI) frameworks and techniques explain a model’s reasoning process to users. There are many 
methods to do so, e.g. SHAP (Shapley Additive Explanations), DeepLIFT and Lime. LIME, or Local Interpretable 
Model-Agnostic Explanations, provides explanations for AI predictions by perturbing the input data around the 
instance being predicted and observing how the model's predictions change. It then weights these perturbed 
instances based on their proximity to the original example and learns an interpretable model on them, allowing 
users to understand which parts of the input are contributing to the prediction. 

Premature Claims: There has been and is amazing development in the field of AI, yet it is important to approach 
emerging technology with a vigilant eye and test their proclaimed capabilities. Often, there is a hype around 
emerging agents, explained by their fascinating capabilities. However, some agents may not perform as well as 
claimed in all their capabilities. For instance, Devin, which was the inspiration for the above-mentioned open source 
Devika agent system, could not perform as well as promised, e.g. when performing simple tasks on Upwork, or 
fixing code, and seemed to be using more human interaction to solve tasks than proclaimed. However, open-source 
alternatives like OpenDevin and Devika are promising. Similarly, Gemini Ultra could not live up to all of its promises. 
While the outputs shown in an early demonstration were reflecting Gemini Ultras capabilities, the interaction with 
the agent could not live up to the expectations set within demonstration. While agents possess amazing capabilities 
and there are many impressive and performative agents out there and in progress, it is essential to understand the 
underlying challenges and limitations and to know that, while Agents are perform state-of-the-art, their best usage 
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right now is in human-supervised assistance. 

Navigating the challenges of AI agent deployment is essential for their effective integration into business practices. 
By focusing on key strategies such as Human-in-the-Loop systems, customization, ethical frameworks, and 
continuous learning, businesses can address these challenges effectively and ensure AI agents are not only 
technically proficient but also ethically aligned with business values like transparency and fairness. 

WHAT DOES THE FUTURE OF AI AGENTS LOOK 
LIKE? 

The continual advancement of AI agents promises to transform both our professional and personal lives. With a 
multitude of solutions already at hand and an array of innovative developments in progress, we anticipate exciting 
technological development and use cases. Four key developmental directions in the near to midterm will be 
depicted: customized models, multi-modal enhancements, dynamic collaboration between agents, and ethical and 
legal AI Agents.  

Customized Models and vertically focused systems: There is a trend toward developing customized local 
models and data pipelines, tailoring AI models to specific business needs. Particularly in specialized sectors like 
legal, healthcare, and finance, where nuanced language and concepts may not be adequately covered by off-the-
shelf solutions, customized models offer a competitive edge. For instance, a law firm can develop a customized AI 
model trained on vast legal databases to efficiently analyse case law, identify relevant precedents, and provide 
strategic insights for litigation strategies, significantly increasing their productivity. Looking ahead, organizations will 
increasingly rely on proprietary data pipelines to fine-tune AI models, aligning them precisely with their unique 
requirements. This strategic approach enables enterprises to fully leverage the capabilities of AI agents, driving 
innovation and competitive advantage in the evolving AI landscape. 

Multi-modal enhancements: The evolution of AI agents is further moving towards multimodal agents, building 
upon existing models and pushing the boundaries of versatility and adaptability. While current models have made 
strides in processing diverse data types, the next phase of development will prioritize refining and integrating 
multimodal capabilities into AI systems. Interdisciplinary models like GPT-4V and Gemini, alongside open-source 
alternatives such as LLaVa, will continue to evolve, seamlessly navigating between natural language processing 
(NLP) and computer vision tasks. Multimodality can come with great value, e.g. in virtual reality (VR) training 
applications. Imagine a VR training environment for medical professionals where an AI agent combines natural 
language processing to understand spoken instructions, computer vision to interpret gestures and movements, and 
audio processing to provide real-time feedback and guidance. This multimodal approach enhances the immersive 
experience of the training program and allows trainees to interact with the AI agent in a more intuitive and lifelike 
manner. Multimodality not only enhances user interaction but also enriches the agents training and inference 
process by leveraging a diverse range of data sources. As AI models evolve to process unfiltered and continuous 
streams of multimodal data, they are poised to achieve a deeper understanding of the world, unlocking new realms 
of innovation and application across various domains. 

Dynamic Collaboration: Inter-agent communication and collaboration, as explained before in MAS, will become 
even more prevalent to offer a more complete user experience and to make AI agents safer. The collaborative 
approach enhances the overall intelligence and problem-solving capacity of AI agents. The agent networks, 
structured hierarchically or by task specification, empower agents to communicate and collaborate effectively, 
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pooling their insights and strengths to tackle intricate challenges. Picture a scenario where specialized agents 
across different departments of an organization seamlessly coordinate to execute a product launch strategy.  We 
expect to see more MAS to support with more complete sets of tasks like this.  

Ethical and legal AI Agents: The future of AI agents is closely tied to evolving ethical and legislative frameworks 
governing AI applications, such as the EU AI Act, adopted in April 2024 and fully enforced within 36 months 
thereafter. As organizations navigate the complex landscape of AI governance, considerations of transparency, 
accountability, and fairness will influence the design and deployment of AI agents. Compliance with regulatory 
requirements, including those outlined in the EU AI Act, will be crucial, driving the adoption of ethical AI practices 
and building trust among users and stakeholders. Moreover, the EU AI Act's categorisation of applications based 
on their associated risk, may require a reassessment of existing AI agent architectures and decision-making 
processes. Organizations must ensure that AI agents operate within legal and ethical boundaries, striking a balance 
between innovation and responsible AI practices. Additionally, the EU AI Act's provisions for data governance and 
access may impact how AI agents use data, necessitating robust mechanisms for data protection and privacy 
preservation. Overall, the convergence of ethical and legislative developments will shape the future trajectory of AI 
agents, promoting a transparent, accountable, and human-centric approach to AI development and deployment. 

In summary, AI agents hold immense potential for customization, multi-modality, and collaborative networks, all 
within the ethical and legal boundaries of AI applications. As these advancements progress, AI agents are set to 
become vital partners in driving productivity and innovation in companies across all industries. 
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